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Abstract. The goal of a citation recommendation system is to suggest
some references for a snippet in an article or a book, and this is very
useful for both authors and the readers. The citation recommendation
problem can be cast as an information retrieval problem, in which the
query is the snippet from an article, and the relevant documents are the
cited articles. In reality, the citation snippet and the cited articles may
be described in different terms, and this makes the citation recommen-
dation task difficult. Translation model is very useful in bridging the
vocabulary gap between queries and documents in information retrieval.
It can be trained on a collection of query and document pairs, which are
assumed to be parallel. However, such training data contains much noise:
a relevant document usually contains some relevant parts along with ir-
relevant ones. In particular, the citation snippet may only mention only
some parts of the cited article’s content. To cope with this problem, in
this paper, we propose a method to train translation models on such
noisy data, called position-aligned translation model. This model tries
to align the query to the most relevant parts of the document, so that
the estimated translation probabilities could rely more on them. We test
this model in a citation recommendation task for scientific papers. Our
experiments show that the proposed method can significantly improve
the previous retrieval methods based on translation models.

1 Introduction

Users often use terms in their queries that are different from those in the docu-
ments. Similar situations appear in a recommendation system: the recommended
element and the recommendation context (query) may be described by differ-
ent terms. The phenomenon leads to what we call the vocabulary gap, or term
mismatch problem, which is crucial to solve in information retrieval and recom-
mendation system.

Many efforts have been devoted to address this problem by mining relation-
ships between the terms from the document collection [1,2]. The mined rela-
tionships can be used to expand the query by adding related terms. Although
the document collection is a valuable resource for relation mining, one can only
create relationships between terms in the documents. However, the vocabularies
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used in queries are substantially different from those used in documents, making
the effect of the above approach limited.

More recent attempts exploited data that connect queries to documents such
as user click-though. This allows us to create relationships between terms capable
of bridging documents and queries. In [3] a standard statistical translation model
(IBM model 1) is trained by assuming that a query is parallel to the title of the
document clicked by the user. Despite the fact that the query and the title is
not parallel in the sense of translation as in machine translation (MT), the term
relations extracted are shown to be highly useful in IR. Similar approaches have
been used successfully in several IR applications such as cross-linguistic retrieval
[4,5], question answering [6,7], ad-hoc and Web retrieval [8,2], information flow
tracking [9] and citation recommending [10]. In the latter applications, even
noisier training data are used such as pairs of queries and relevant documents.

We notice that the previous studies used the same approach as in MT to
train translation models (typically IBM model 1). There is however an impor-
tant difference on the training data in the above IR-related applications: the
data are no longer truly parallel sentences, but related texts. One may argue
that applying the same training process on related data can still result in useful
”translation” relations between related terms. This is true to some extent. When
the proportion of noise (i.e. unrelated parts) increases in the training data, the
resulting translation model may be highly prone to noise and its usefulness can
be significantly reduced. Consider, for example, the case of query and relevant
document pairs, a query is usually much shorter than the relevant documents.
This leads to a translation model that “translates” a query term by many doc-
uments terms. If all the parts of the document were relevant to the query, this
could produce a desirable effect for IR. However, in practice, even when one doc-
ument is relevant to a query, usually only some parts of it are relevant and the
other parts are not. Assuming that the whole document is ”parallel” to the query
will unavoidably lead to a very noisy translation model, i.e. many query terms
are translated from unrelated document terms. Unfortunately, this phenomenon
has been hardly considered in the context of IR.

In machine translation, noisy data have also been used to train translation
models. In most cases, some filtering is performed to select the parallel parts
from the data [11,12]. With query-document pairs, we can also resort to some
selection process to create a better training data. For example, one may select
the most similar passages using cosine similarity or any retrieval score. However,
the fact that we rely on the query to perform a selection will result in a subset of
data that share words with the query. This may limit the ability of the resulting
translation model to effectively bridge different query and document terms.

In this paper, we will use a different approach by adding a position parameter
in the alignment: A document is considered to be composed of different passages.
Each passage is intended to describe a specific topic. It is aligned to the query to
some extent. The stronger is the alignment, the more will the translation model
rely on it. The above idea can be naturally incorporated into the translation
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model’s training process, i.e., Expectation-maximization (EM) process. We call
such a model Position-aligned Translation Model (PTM).

We carried out experiments on the proposed methods in a citation recom-
mendation task, i.e. given a context in a scientific paper, we want to identify
the correct reference for it. This task can be a real task, but we use it more as
a testbed to evaluate our position-aligned translation model: We will see if it is
more reasonable to assume that passages of the cited document correspond to
the citing context to different degrees. Our results show that the position-aligned
translation model performs clearly better than the one trained with the entire
document.

In the remainder of the paper, we will first describe some related work (Sec-
tion 2). We will then describe our position-aligned translation model (Section 3).
Experiments will be presented in Section 4 and finally conclusions are drawn in
Section 5.

2 Related Work

Translation Model was introduced to be used for information retrieval by Berger
et al. [3]. The main idea is that the translation model can translate the terms
from the documents to the terms in the queries, so it can bridge the vocabulary
gap between the query and the document. In machine translation, a translation
model is trained using a parallel corpus.

The translation model can be naturally applied in the cross-language retrieval
[4,5]. Furthermore, in many other applications where queries and documents use
different sets of vocabularies, the translation model can be used to bridge the
vocabulary gap. Murdock et al. [7] and Xue et al. [6] employed the translation
model to retrieve sentences and questions in a frequently asked question (FAQ)
archive. Metzler et al. [9] used translation models as a similarity measure for
the information flow tracking task. More recently, [2] trained translation model
with mutual information of the cooccurent terms, and used it for improving ad-
hoc retrieval. Gao et al. [8] extended the translation model to translate between
phrases, and used it bridge the vocabulary gap between the Web search query
and the page title.

However, in all the above studies, translation models are trained using the
same tools as in machine translation. Although the noisy nature of the training
data used has been widely recognized, one often looked at the positive expansion
effect than the possible negative topic drift effect. In fact, if a translation model
is very noisy, the resulting translations will not be strongly related to the original
terms. There is then a high risk of topic drift, leading to matching a document
to a very different query. The risk of topic drift is much increased when one uses
query-document pairs for training: As we stated earlier, even when a document
is relevant to a query, it is usually the case that parts of it are relevant, and there
are still other irrelevant parts. Using different parts of the document indistinctly
for model training will unavoidably result in a very noisy model. To avoid the
noise, some research instead trained the translation model on the parallel data
with less noise, such as query-query pairs or query-title pairs [8].



254 J. He et al.

A more reasonable approach is to segment the whole document into segments,
and to rely more on the relevant ones. Similar ideas have been successfully used
in passage retrieval [13,14]. The idea to use passages is intuitive. Indeed, al-
though a document contains several topics, we can assume that descriptions on
different topics do not follow randomly. An author usually talks on a topic in a
continuous part before moving to a different topic. It is reasonable to assume a
topical consistency within a segment. The idea is further extended in local con-
text analysis [1], in which related passages are used for query expansion rather
than the whole document. It is shown that this passage-based pseudo-relevance
feedback is more effective than document-based feedback.

In this paper, the Position-aligned translation model bears some similarity
to this family of approaches using passages. We extend the idea to the training
process of translation models.

3 Position-Aligned Translation Model

In this section, we first briefly introduce the translation model for information
retrieval, and then we propose the position-aligned translation model and its
application in document ranking.

3.1 Translation Model for IR

A translation model defines the probability of translating terms in a source
language into terms in another target language.When it is applied to information
retrieval, we usually assume that the language used in the queries is different
from that of the documents, and we can connect a query q and a document d
by translating the terms in the document (tD ∈ d) to the terms in the query
(tQ ∈ q) [3].

To estimate a translation model, we usually need a parallel corpus of two
languages as the training dataset. In information retrieval, we can assume a
query q and one document d that is relevant to q as a record in the parallel
corpus. Therefore, the parallel corpus C is a collection of such query and relevant
document pairs. To estimate the translation probabilities, we can assume that
the query is generated from the relevant document.

The likelihood of generating a query q from a document d can be formulated
as:

p(q|d) =
∏

tQ∈q

∑

tD∈d
p(tQ|tD;ψ)p(tD; θd) (1)

where p(tQ|tD;ψ) is the translation probability from a document term tD to a
query term tQ, and p(tD; θd) is the probability of generating a document term
tD from the document language model θd.

The translation probabilities are usually estimated by the maximum likelihood
EM estimation for all (query,document) pairs in the training dataset:

ψ̂ = argmax
ψ

∏

(q,d)∈C

∏

tQ∈q

∑

tD∈d
p(tQ|tD;ψ)p(tD; θd) (2)
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In retrieval, the translation model can be combined together with the query
likelihood language model. It has been found that the trained translation model
usually underestimates the self-translation probability (translating one term to
itself), so it usually boosts the self-translation in retrieval [2]. The ranking func-
tion can be formulated as:

P (q|d) =
∏

tQ∈q

|d| · p
TM

(tQ|d) + μ · p(tQ|C)
|d|+ μ

(3)

pTM(tQ|d) = β · p(tQ; θd) + (1− β) ·
∑

tD

p(tQ|tD;ψ)p(tD; θd) (4)

where p(tQ|C) is the probability of term tQ in the collection model, and μ is its
coeffient, and β is the weight for the self-translation boosting. In Eq 3, it smooths
the document model with the collection model using the Dirichlet smoothing
method.

3.2 Position-Aligned Translation Model

As described in the previous section, we usually assume that the query is trans-
lated from terms of the relevant document. However, different from a parallel
corpus in machine translation, the query and relevant document pairs in in-
formation retrieval are imbalanced and not strictly aligned. Compared to the
relatively short queries, the document usually is very long and covers several
topics. Even when a document is relevant to the query, one cannot assume that
each part of the document is related to the query.

|C|

k

Lq
tD tQ

K

Φd θd,k

ψ

Fig. 1. Position-aligned Translation Model

Intuitively, it would help improve the translation probability estimation, if we
can align a query to some highly relevant parts of the document only. This is
however difficult to do: we do not know exactly which parts of the document
are relevant. Relevant parts may appear anywhere. Fortunately, topics in a doc-
ument do not change randomly. Authors usually describe about one topic at
some length before moving to other (related) topics. Therefore, in a document,
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the terms about one specific topic are likely to be clustered together. This sug-
gests an approach based on document passages. Some previous work on topic
segmentation in a document [15,16,17] and passage-based retrieval [18,19] has
validated this idea. Here we use it in translation model training.

In the new translation model training process, we take into account the align-
ment strength between a query and parts of the document. Since this translation
model is estimated by position alignment, we name it Position-aligned Transla-
tion Model (PTM). For a query and document pair (q, d), we assume a generation
story of a query q from a document d as follows (Figure 1):

1. choose a position k ∼ Multinomial(φd);
2. for each query term tQ ∈ q:

(a) choose a document term tD ∼ Multinomial(θd,k)
(b) choose a query term tQ ∼ Multinomial(ψtD )

where φd is the prior position distribution of generating query q, and it can
reflect the prior importance of different positions, e.g., the beginning positions
of a document or the positions in some fields are more important. In this paper,
we simply set is as a uniform distribution. θd,k is a position-specific language
model, and ψ is the translation model. The position-specific language model of
a position is determined by its surrounding terms. It can be presented by either
a window of the surrounding terms (as fixed-length passage) [18,19], or a model
whose terms are weighted decreasingly along with the distance to the position
[13]. The generating process is depicted in Figure 1. Accordingly, the likelihood
of generating a query q from a document d can be formulated as:

p(q|d) =
∏

tQ∈q

∑

tD∈d
p(tQ|tD;ψ)p(tD; θd,k)p(k;φd) (5)

Similar to the original translation model, the parameters can be estimated by
EM algorithm. As Figure 1 shows, the query term variables tQ are observed, and
the document positional language model parameters P (tD; θd,k) can be explicitly
estimated for each position in a document. In the model, the generative position
k for each document, and the generative term tD for each query terms tQ are
latent variables. We can use EM algorithm to estimate the translation parameters
as follows.

E-step
EM algorithm is an iterative algorithm, and we discuss the update process in
the i-th iteration. In E-step, we estimate the posterior distribution of the latent
variables given the current estimation of the parameters ψ(i).

We can update the posterior distribution of the document terms translated to
a query term p(tD|tQ, q, d;ψ(i), φd) based on the current estimation of translation
model ψ(i):

p(tD|tQ, q, d;ψ(i), φd) =

∑
k p(k|q, d;φd)p(tQ, tD; θd,k, ψ(i))∑

t′D

∑
k p(k|q, d;φd)p(tQ, t′D; θd,k, ψ(i))

(6)
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where
p(tQ, tD; θd,k, ψ

(i)) = p(tQ|tD;ψ(i))p(tD; θd,k) (7)

We also need to update the posterior position distribution p(k|q, d;ψ(i), φd) for
each (query, document) pair as follows:

p(k|q, d;ψ(i), φd) =
p(k|q, d;φd)

∏
tQ

∑
tD
p(tQ, tD; θd,k, ψ

(i))
∑

k′ p(k
′|q, d;φd)

∏
tQ

∑
tD
p(tQ, tD; θd,k′ , ψ(i))

(8)

This equation determines the importance of each position in a query-document
pair. The positions that are more likely to generate the query are weighted more
in the training phase, and hence they play a more important role than other
parts in the translation model.

M-step
In M-step, we have to estimate the parameters so that the expected likelihood
can be maximized. Here we can get the translation probability for (i + 1)-th
iteration as follows:

p(tQ|tD;ψ(i+1)) =

∑
(q,d)∈C p(tD|tQ, q, d;ψ(i), φd)∑

t′Q

∑
(q,d)∈C p(tD|t′Q, q, d;ψ(i), φd)

(9)

Compared to a traditional translation model, the above PTM has a higher com-
plexity. For IBM-1 model, the complexity is O(MNLdLq), whereM is the num-
ber of EM iterations, N is the number of query-document pairs in the training
collection, Ld and Lq are document length and query length respectively. For
position-aligned translation model, it needs to calculate the joint distribution of
tD and tQ for each position k (Eq 7), so the complexity is O(MNKLpLq), where
K is the number of positions considered in a document, and Lp is the number
of surrounding terms considered for each position. Since KLp is usually larger
than Ld, the complexity of the position-aligned translation model is higher. It
is extremely expensive if we consider all positions in a document (K = Ld in
this case). Alternatively, we can pre-segment the document into some overlapped
fixed-length passages, take the center position of each such passage as a candi-
date position, and only consider the surrounding terms in this passage. This is
consistent with the assumption that topics in a document follow logically. The
complexity is dependent on the overlap between the passages. A larger overlap
leads to a higher complexity, since one document term is considered more times
in different passages. Assuming the overlap is Lo, there are approximately Ld

Lp−Lo

passages in a document. Therefore, the complexity ratio between IBM-1 model
and the position-aligned translation model is:

C(TM)

C(PTM)
≈ MNLdLq

MNLp
Ld

Lp−Lo
Lq

= 1− Lo
Lp

It shows that the complexity is determined by the ratio of overlap length and
the passage length. In the extreme case, the position-aligned translation model
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has the same complexity as IBM-1 model if there is no overlap between neighbor
passages. If the overlap is half of the passage length, the complexity is dou-
bled. By choosing appropriate passage length, we can avoid a large increase in
complexity.

4 Experiments

4.1 Task and Data Set

In this paper, we experiment our models for a citation recommending task. In
our experiments, rather than building such an application, we use the task to
compare different translation models and their different utilizations. The input
of the citation recommending task is an article snippet that needs a reference,
and the output is a ranked list of recommended references. The citation rec-
ommending problem can be cast as an IR problem, in which the query is the
snippet from an article, and the documents are the cited articles.

We collected 29,353 computer science papers from 1988 to 2010 as follows: We
first sample 5,000 papers from the DBLP dataset, and then crawl the full text of
these papers as well as the papers cited by them. For each paper, we extract all
citation placeholders (places containing citations to other literatures) and the
citation contexts. In our experiment, we simply take the sentence of the cita-
tion placeholder as the citation context. From the dataset, we extracted 96,873
citation placeholders with at least one cited paper in our corpus (some citation
placeholders have more than one cited reference). One citation context can be
considered as a query, and the cited papers of the corresponding placeholder can
be considered as the relevant documents for the query. We randomly select 200
queries as the test data, and the remaining 96,673 queries with their cited docu-
ments as the training data. From the training set, we use the queries (snippets)
and the corresponding documents to train a position-aligned translation model.

We can use standard retrieval evaluation measures to evaluate the perfor-
mance of our retrieval models. In this paper, we employ the standard Mean
Average Precision (MAP) measure for the evaluation.

4.2 Experimented Methods

To experiment the position-aligned translation model, we set the passage length
as 500, 1000, 2000, 3000, and 4/5 of a passage overlapped with the following pas-
sage (if there is any). We denote a setting of passage length Lp as PTM(Lp) (e.g.,
PTM(2000) is position-aligned translation model with passage length 2000). We
use the traditional translation model (TM) and query likelihood language model
(LM) as our baselines.

For the smoothing method for the collection language model, we have exam-
ined both Dirichlet smoothing method and Jelinek-Mercer smoothing method for
document model smoothing with the collection model, and found that Dirich-
let smoothing method performs consistently better for this task. Therefore, in
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this section, we present and discuss the results of the Dirichlet prior smoothing
method.

Since the goal of this paper is to evaluate the effectiveness of retrieval methods
with only textual features, we do not compare with other existing citation rec-
ommending methods [20,21,22,23,24], which use other features such as fields and
the link structure; nor do we use pseudo-relevance feedback, which is commonly
used to enhance the retrieval effectiveness.

4.3 Results

The results of the experiments for different alignment methods are presented in
Table 1. Each row in the table presents the results of a version of translation
model (the number in the parentheses indicates the length of the passage), and
each column presents the results for a specific smoothing method. The cases
with ∗ indicate a statistically significant difference between the PTM and the
baseline model TM. As we can see, all the results included in the table using a
translation model are better than the basic language modeling method.

Table 1. Results for Alignment and Smoothing Methods in Translation Models

Translation MAP
Models

LM 0.4938

TM 0.5829

PTM(500) 0.5868∗

PTM(1000) 0.5919∗

PTM(2000) 0.5865∗

PTM(3000) 0.5844

We can see the position-aligned translation models generally help improve
the retrieval performance. From the results, we can see the optimal passage
length is about 1000. Actually, passage length selection is a trade-off between
the translation precision and coverage. In the position-aligned translation model,
we assume that the query is generated by some positions (passages). A smaller
passage length restricts the translation of the query terms from a smaller piece
of snippet (and thus fewer document terms). This leads to a more focused trans-
lation model in which a query term can be translated from less document terms.
On the other hand, a longer passage contains more document terms. Thus a
query term can be translated from more document terms.

4.4 Smoothing Parameter Tuning

In this section, we examine the impact of different smoothing parameter settings.
μ controls the weight of prior from the collection smoothing method (Eq 3), and
β controls the weight of self-translation (Eq 4).
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Fig. 2. Smoothing Parameter Tuning

Due to the space constraints, we only present the results for the positional-
aligned translation model PTM(1000) and the translation model without align-
ment TM, shown in Fig 2. We examine different values of these two parameters
and present the optimal result for each assignment of a single parameter.

The parameter β smooths translation-based query term likelihood with the
document language model. We can see that the retrieval model performs bet-
ter at small β value (around 0.2) for PTM(1000), and it performs better at
relative larger β value (around 0.4-0.6) for TM. The β value determines the
importance of self-translation take place in the retrieval. A smaller optimal β
value for PTM(1000) means that the translation model trained by position align-
ment is more accurate, and relative small amount of document language model
smoothing is required.

For the Dirichlet collection smoothing parameter μ, we can find PTM trans-
lation model needs more collection smoothing than TM translation model since
the optimal μ value (2500-3500) for PTM translation model is larger than that
of TM translation model (1000-2000). As we discussed earlier, the small num-
ber of candidate document terms leads to relatively large posterior probability
p(tD|tQ, q, d). For this reason, some popular query terms are likely assigned with
a larger translation probability according to Eq 9. It leads to a larger generative
likelihood of a popular query term pTM(tQ|d) by PTM translation model, and it
needs a larger collection smoothing.

4.5 Effect of the Size of Training Dataset

The training dataset plays an important role in the estimation of translation
model. In this section, we investigate the effect of different training dataset sizes.
We keep the query dataset described in Section 4.1, and randomly select a subset
of the remaining query-document pairs as the new training dataset. Namely, we
select four small training datasets by randomly sampling (without replacement)
5000, 10000, 20000, and 50000 query-document pairs for our experiment. The
results of different training datasets are presented in Table 2.
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Table 2. Results on Different Sizes of Training Dataset

Size Model
TM PTM(500) PTM(1000) PTM(2000) PTM(3000)

5000 0.5711 0.5705 0.5726 0.5798 0.5741
10000 0.5722 0.5711 0.5733 0.5809 0.5797
20000 0.5736 0.5779 0.5865 0.5834 0.5763
50000 0.5823 0.5857 0.5899 0.5889 0.5842

From the results, it is clear that the performance of different methods in-
creases when the training dataset becomes larger. Again, we find that in most
cases, the position-aligned translation model perform better than the traditional
translation model.

Another interesting observation is that the optimal passage length becomes
smaller when a larger training dataset is available. The optimal passage length
becomes 2000 when there is only a limited training dataset (i.e., 5000 and 10000)
available. It can be interpreted as a trade-off between translation precision and
coverage. When the training dataset is smaller, the coverage of the translation
model is quite low, so it can be improved more from adding more translation rela-
tions. The position-aligned translation model with longer passages can consider
passages containing more terms, so it can help expand the translation model
even with a relatively small training set. However, as the training dataset be-
comes larger, the translation model has collected important term relations, and
the translation precision becomes more important than the coverage. Thus we
can benefit more from aligning the query to a short but more relevant snippet
of the document.

5 Conclusion and Future Work

We have studied the problem of improving the performance of citation recom-
mendation with translation model trained on noisy data. We propose a position-
aligned translation model to make the estimated translation probabilities more
accurate and more robust to noise. It attempts to align the query to a highly
relevant position in the document, and the translation probability is estimated
by aligning the query terms and the surrounding terms of the highly relevant po-
sition. The experiment shows that this method can help estimate more accurate
translation probabilities, and the model trained in this way is more helpful for
the retrieval task. It is especially useful when the dataset is relative large, since
in this case, the retrieval effectiveness is more affected by translation precision
rather than coverage.

There are several interesting future directions to explore further. First, there
are some other alternatives of position specific language model rather than the
arbitrary passage language model used in our experiment. For example, we can
use the positional language model [13], in which the terms are weighted accord-
ing to the distances to the position. Second, the parameter selection in the model
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is important, and the optimal parameter selection depends on the property of
the training dataset and the document collection in the retrieval phase. One
interesting problem is to determine the parameters automatically according to
the dataset. Third, in many IR applications, the document has many fields (e.g.,
title, abstract, anchor text, query in the clickthrough, etc.), each of which can be
considered as a special position or passage, but there can be some prior impor-
tance for each field. So it is interesting to integrate the field information with the
position information to train a more informative translation model. Finally, we
can further examine the effectiveness of the positional-aligned translation model
in other information retrieval applications such as question answering and ad
hoc Web retrieval.
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